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ABSTRACT

In typical case 2 waters an accurate remote sensing retrieval of chlorophyll a (chla) is still challenging. There is a widespread understanding that universally applicable water constituent retrieval algorithms are currently not feasible, shifting the research focus to regionally specific implementations of powerful inversion methods. In this study a series of algorithms for the retrieval of chlorophyll a in the Galician rias (NW Spain) from MERIS full resolution data were developed based on Multilayer perceptron (MLP) artificial neural networks and fuzzy c-mean clustering techniques (FCM) using different quality levels. The quality levels were given to the data set as a function of quality flags. All the NNs developed in this study showed high R² and low root mean square error (RMSE) values in both training and validation sets. The algorithms were applied to six MERIS images delivered from the area at July 2008, in order to create chla maps. The best performance parameters were given for the NN trained with high-quality data using the most abundant cluster found in the rias. The transport of high phytoplankton biomass areas during the upwelling cycle was clearly captured in the images. Relatively high biomass "patches" were detected in detail inside the rias. There was a significant variation in the timing and the extent of the chla peak areas related to the winds and surface currents. A local-based algorithm for the chla retrieval from an ocean colour sensor with the characteristics of MERIS can be a great support in quantitative monitoring of chla and study of harmful algal events in Galician rias.

INTRODUCTION

Among ocean-colour derived data, chlorophyll a (chla) concentration is the most used product since it provides a good estimation of phytoplankton biomass and is common to almost all taxonomic groups (i). The phytoplankton community responds rapidly to environmental changes (2), which can cause visible changes in chlorophyll in the surface waters.

The estimation of chla concentration in the oceans from the first dedicated ocean colour scanner (CZCS), which was launched in 1978 and operated until 1986, provided useful information on the global distribution of chla but the quality of the data was limited (Robinson, 2004). Sea-viewing Wide-Field-view Sensor (SeaWiFS), Moderate Resolution Imaging Spectroradiometer (MODIS) and the most recent Medium Resolution Imaging Spectrometer (MERIS), which succeeded CZCS, are using more and narrower spectral bands and finer spatial resolution. MERIS provides data with a 300 m on-ground resolution in nadir (Full Resolution, FR) and has a spectral resolution of fifteen bands from visible to near infrared, supporting one of the mission objectives for delicate coastal zone monitoring (3).

Traditionally, chla is estimated using empirical algorithms based on the ratio between the radiance of blue and green light reflected by the sea. For the retrieval of chla from ocean colour sensors various empirical spectral-ratio algorithms (4, 5, 6, 7, 8) and semi-analytical models (9) were developed. In typical case II waters, where high concentrations of water constituents (coloured dissolved organic matter or CDOM, detritus) absorb strongly in the blue decoupling the phytoplankton absorbance, this ratio cannot be used for an accurate retrieval of chla (10).
Neural networks (NN) are a powerful tool for modelling multivariate, complex and non-linear data (11), and they can play an important role in order to achieve more accurate retrievals of water constituents in optically complex waters. Several authors have applied NN techniques to estimate water quality parameters from ocean-colour images (e.g., 12, 13). According to (14), ocean colour algorithms should be also specific for each region. The standard products for the estimation from MERIS data of chla, suspended particulate matter (SPM) and yellow substances developed by the European Space Agency (ESA) are currently based on NN algorithms (15, 16).

Due to the ecologic, economic and social importance of the Galician rias (NW Spain), study area of this work, the development of algorithms for an accurate estimation of chla is crucial. In this work, specific NN-based algorithms for chla retrieval from MERIS FR data were developed for this area. Firstly, a fuzzy c-mean cluster (FCM) algorithm was applied to remote sensing reflectance data to determine clusters that could be associated with different water types and define the scope of the NN. Secondly, Multilayer Perceptron (MLP) NN algorithms were trained and validated using in-situ data with different quality levels.

Finally, the best performance NN algorithm was applied to a short series of MERIS FR images acquired during an upwelling cycle to obtain chla maps. The temporal and spatial distribution of the chla patterns was analysed according to the environmental conditions in the area, showing the potential of the algorithms to map the possible algal blooms caused by the coastal upwelling.

Figure 1: Galician coast and bathymetry of the area. From north to south the Rias Baixas: Muros y Noya, Arousa, Pontevedra and Vigo. The location of the Seawatch buoy station off Cabo Silleiro is shown by a black rectangle.
METHODOLOGY

Study area

The Galician rias are V-like coastal embayments located in the northwest part of the Iberian Peninsula (Figure 1). This study focused on the Rias Baixas, which include the southern and largest rias, from north to south: Muros y Noya, Arousa, Pontevedra and Vigo. They are characterized by a SW-NE orientation, strong tides and freshwater inputs from rivers situated in their innermost part. All these rias, except Muros, are connected to the open sea through two entrances, north and south, separated by inlands located at their external part. Rias vary in width from 1-3 km in their inner part to 8-12 km in their external part, covering an area of approximately 600 km² with depths ranging from 5 to 60 m (17). The Rias Baixas waters are optically complex and can be categorized as Case II (18). Ocean colour sensors with the characteristics of MERIS are considered a powerful tool for chla monitoring and detection of harmful algae events (HABs) on coastal areas such as the Rias Baixas. However, the number of studies using MERIS data on the Galician coast is limited (19,20,21,22).

MERIS chla algorithms for Rias Baixas

The development of the regional algorithms for chla retrieval from MERIS data was based on approximating a set of water-leaving radiance reflectance data derived from the images to the corresponding chla concentrations obtained using in-situ data. Multilayer perceptron (MLP) artificial neural networks (NN) were implemented because of its ability to approximate a set of input data to the corresponding output data. Moreover, MLP does not make assumptions about data distribution and it is useful for modelling multivariate, complex and nonlinear data (23).

Chla concentrations were derived from two different data sets. The first one consisted of 181 analytical measurements from the monitoring programme conducted by INTECMAR between 2002 and 2006 in the four rias. Chla concentrations were determined by spectrofluorometry using water samples collected from the surface to a depth of 4 metres. The second data set included 46 data points derived from water samples collected from the surface to a depth of 4 metres during 5 boat campaigns carried out in 2007 and 2008 on cloud-free days in the ria of Vigo and ria of Arousa. The pigments were extracted and separated using a High Performance Liquid Chromatography (HPLC) method with a reverse phase C8 (more details in 24).

Fifteen MERIS FR level-1b images over the study area (for 2002-2004 and 2006-2008) were acquired for the development of the algorithms. Dates were selected considering the availability of ground data and cloud coverage conditions. The Beam-4.6 (Brockmann Consult and contributors, Germany) software’s smile correction and the atmospheric correction algorithm developed by (16) were applied to the images to obtain water-leaving radiance reflectance data. Land pixels and pixels suspected of being affected low clouds or fog were masked from the flags derived from Beam software.

Data from available MERIS images were extracted and linked to the in situ database so that the time difference between the image pass and the sampling was lower than two hours. Only sampling points derived from cloud-free scenes that were not affected by sun-glint were considered to be valid match-up data (107 points from INTECMAR dataset and 43 points from campaigns dataset). Reflectance and geometry values (including sun zenith, view zenith and difference between view and sun azimuths) were obtained for each sampling point, computing the median of 9 pixels (approximately 0.8 km²) around the pixel containing the exact geographical location to reduce MERIS instrument noise. Moreover, the effect of possible mixed pixels with extremely high or low values is reduced using the median instead of the mean. Previously masked pixels were excluded from the median computation and the number of included pixels was extracted as a quality flag ranging from 9 (highest quality) to 1 (lowest quality). Low quality values show that the sampling point is located near coastal, cloudy or foggy areas, and therefore reflectance values could be af-
FMC technique is a fuzzy clustering algorithm that divides a dataset into a specific number of clusters so that each data point can belong to more than one cluster with a membership degree (between 0 and 1). Different FCM algorithms were applied to MERIS reflectance values linked to the in-situ measurements with the aim of determining the number of spectral clusters in the dataset. More details about methodology and results are provided in (21). In this study, the best FCM algorithm was used for establishing the scope of the NN for chla retrieval. Although in theory a different NN might be developed for each cluster, in practice only one of the clusters (Cluster#1) provided a representative and sufficiently large dataset.

The basic architecture of the MLP networks used in this work is shown in Figure 2. It includes an input layer with 14 input nodes (11 reflectance values and 3 geometry values), two hidden layers (each one with four nodes) and an output layer with a node associated to the desired output, i.e. the chla concentration. Three different NN, with this structure but with different input datasets and number of data points, were developed: a preliminary network including the entire dataset (NN#1), another network using all data points belonging to the main cluster (NN#2), and finally other network including data points belonging to the main cluster with a quality flag equal to 9 (NN#3), so that points near the coastline were excluded.

The complete dataset for each network was divided into two subsets: the training set, with approximately 80% of the data points and used for training the NN, and the validating set, with the remaining records necessary for validating the algorithm. Both subsets were created including records from all the images and covering the entire range of variation of the chla concentration in order to make these subsets random and significant for the whole dataset. The performance of the neural models was improved by applying leave-one-out cross-validation in the training phase (25).

A set of parameters comparing the observed chla concentration (ChlO) and the retrieved one using the algorithm (ChlM) were computed, from both the training and validation sets, to evaluate the
model fitting. In addition to the coefficient of determination (R²) between ChlO and ChlM, the following parameters were obtained:

- Mean prediction error (MPE) between ChlO and ChlM. MPE is defined as:

\[
MPE = \frac{1}{N} \sum_{i=1}^{N} PE_i
\]

where \(PE_i = ChlO_i - ChlM_i\) is the prediction error and \(N\) is the number of data points.

- Variance of the prediction errors (VAR):

\[
VAR = \frac{1}{N - 1} \sum_{i=1}^{N} (PE_i - MPE)^2
\]

- Root mean square error (RMSE) between ChlO and ChlM:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} PE_i^2}{N}}
\]

- Relative RMSE

\[
\text{Rel. RMSE} = \sqrt{\frac{RMSE}{\frac{1}{N} \sum_{i=1}^{N} ChlO_i}} \times 100
\]

MPE is useful for finding out if a model tends to underestimate (high positive values) or overestimate (high negative values) the observed chla concentrations. RMSE and relative RMSE quantify the absolute error (in mg m\(^{-3}\)) and relative error respectively, while VAR was used as measurement of error variability.

**Chlorophyll mapping**

The NN algorithm with the best performance measurements was applied to a series of 6 MERIS Full Resolution images acquired in July 2008 over the study area to obtain chla maps. Beam 4.2 (Brockmann Consult and contributors, Germany) software was used for pre-processing the images, including smile correction, atmospheric correction (16) and masking of coastline, land, clouds, invalid reflectance and areas significantly affected by sun glint (beyond a solar zenith angle limit of 60°).

Before applying the chla algorithm to leaving radiance reflectance values, FCM algorithm was used for obtaining classification images, in which each pixel was assigned to the cluster with the highest value in its corresponding membership function. The NN was only applied to those pixels belonging to the cluster that had been previously used for its development. Chla maps were then re-mapped using the standard Mercator projection with a fixed grid of 890 by 890 pixels, ranging from 42° 04' N to 42° 40' N latitude and from 8° 32'W to 9° 32'W longitude, which covers approximately 3.1 x 103 km2.
Finally, wind speed and direction data were observed at a Seawatch buoy station located off Cape Silleiro (42° 7.8′N, 9° 23.4′W) and daily upwelling indexes (Iw) were estimated by Bakun’s method (26) using these data. The meteorological station was selected because it is considered to be fairly representative of the study area (27).

RESULTS AND DISCUSSION

Chlorophyll algorithms

The FCM algorithm with the maximum degree of separability between clusters was achieved with three clusters. This algorithm allowed us to assign one cluster to each one of the 150 valid data points considering their highest membership grade. Cluster#1 is the largest cluster, with approximately 80% of the values, and it was the only suitable for the development of the neural model since, in addition to its size, it covered the entire range of chla (from 0.03 to 7.94 mg m\(^{-3}\)) observed in the whole data set. Moreover, Cluster#1 was the most frequent cluster in the classification images and on average, 70% of the pixels over the study area belonged to it. Cluster#2 and Cluster#3 seem to represent non-typical situations in the Galician rias, and pixels belonging to these clusters appeared close to the coastline and at the innermost and outermost parts of the rias.

Results of neural networks models are summarized in Table 1, including the number of data points and the validation criteria computed for validation and training datasets. Validation data were not included in the learning procedure, so that parameters computed from validation subset are expected to be worse. The algorithms developed using Cluster#1 (NN#2 and NN#3) outperformed the network using the entire data set (NN#1). Results from NN#3, using only high-quality data points (quality flag equal to 9), were also better than those ones derived from the entire cluster dataset.

Table 1: Summary of the validation parameters computed using the training and validation data sets for each one of the three different NNs developed in this study.

<table>
<thead>
<tr>
<th>NN</th>
<th>Dataset</th>
<th>N</th>
<th>(R^2)</th>
<th>MPE</th>
<th>VAR</th>
<th>RMSE</th>
<th>RMSE%</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN#1</td>
<td>Complete dataset (N = 150)</td>
<td>Train.</td>
<td>0.77</td>
<td>-0.03</td>
<td>0.66</td>
<td>0.81</td>
<td>67</td>
</tr>
<tr>
<td>NN#1</td>
<td></td>
<td>Val.</td>
<td>0.63</td>
<td>0.08</td>
<td>1.04</td>
<td>1.00</td>
<td>74</td>
</tr>
<tr>
<td>NN#2</td>
<td>Cluster#1 dataset (N = 119)</td>
<td>Train.</td>
<td>0.86</td>
<td>0.02</td>
<td>0.68</td>
<td>0.68</td>
<td>60</td>
</tr>
<tr>
<td>NN#2</td>
<td></td>
<td>Val.</td>
<td>0.78</td>
<td>0.02</td>
<td>0.99</td>
<td>0.99</td>
<td>72</td>
</tr>
<tr>
<td>NN#3</td>
<td>Cluster#1, Quality = 9 (N = 83)</td>
<td>Train.</td>
<td>0.97</td>
<td>0.01</td>
<td>0.10</td>
<td>0.32</td>
<td>41</td>
</tr>
<tr>
<td>NN#3</td>
<td></td>
<td>Val.</td>
<td>0.86</td>
<td>-0.14</td>
<td>0.57</td>
<td>0.75</td>
<td>66</td>
</tr>
</tbody>
</table>

Finally, results from NN#3 were compared with the obtained ones from the Case II Regional (C2R) algorithm that has routinely been used for MERIS data (15). C2R performed worse than NN#3, since it showed a nonlinear relationship with in situ data (\(R^2 = 0.00\)) and higher RMSE value (2.62 mg m\(^{-3}\)). Moreover, C2R tended to overestimate the chla concentration (MPE = -0.46), in particular with low chla values obtained from images acquired during winter months. The poor results of C2R may be explained by the relatively low chla concentrations (mainly <3 mg m\(^{-3}\)) observed in the study area, considering that the scope of C2R covers a much wider range of chla.
Figure 3: Classification of a MERIS image derived from the study area on 17/11/2003. The 3 classes identified using the FCM are shown

Chlorophyll mapping

Figure 3 shows an example of classification image, indicating the cluster value for each pixel, derived from the 3-cluster FCM algorithm. In theory, chlorophyll maps with soft transitions might be created by blending chla concentrations derived from cluster-specific algorithms considering memberships grades to each cluster (28). However, the best performance algorithm (NN#3) was only developed for Cluster#1, so that classification images were only useful for identifying areas where this cluster is dominant and the model may therefore be applied to obtain reliable results. Classification images showed that Cluster#1 is dominant in the rias Baixas and adjacent area for almost all the MERIS images.
Chlorophyll maps derived from the MERIS images using NN#3 are shown in Figure 4. In this study we show only 2 of the 6 chla images. The full description of the upwelling events in comparison with the changes appeared in the MERIS chla images are presented in detailed in (29).

The images allowed us to identify three different meteorological and oceanographic states, related to an upwelling cycle, as it is shown in Figure 5. Each state lasted from nine to eleven days.

State 3 (between July 22 and July 31) started with an abrupt decrease of upwelling-favourable to zero wind on July 22 followed by a strong relaxation (Figure 5). On July 22, high chla concentrations up to 5 mg m-3 were recorded as a consequence of the presence of cold and chlorophyll-rich
waters resulting from the previous 10 days of upwelling. The high chla concentration was extended from the northern offshore area to the interior of the rias, with an alongshore gradient that probably reflect both the persistence of upwelling in the north and an earlier relaxation in the south. On July 29, chlorophyll map is indicative of the strong relaxation, with near-zero chlorophyll in the offshore region and moderately high values bound to the coast.

CONCLUSIONS

Results of this work show the capability of neural network algorithms to forecast chlorophyll concentrations on the Galician coast from MERIS images, considering the necessity of regionally specific models. According to the in situ data, our model improve significantly other previously techniques and allow us to obtain reliable chlorophyll maps using almost every image. These maps may be useful for studying the evolution of local oceanographic processes, which also may be related to algal blooms in the area.

NN#3 cover the entire range of the temporal variations of chlorophyll concentrations (0.03-7.94 mg m⁻³) that have been recorded in the study area. The main limitations are that it requires good MERIS images (cloud free and without sunglint) and the masking of Cluster#2 and Cluster#3 areas. The neural models might be improved using TSM and CDOM data. Moreover, if sufficient points were available, it may be possible to develop a neural model for Cluster#2 and #3, or to improve the Cluster#1 model by adding new data. Chlorophyll maps would become more complete by blending different algorithms for different clusters.

This work also shows the capability of MERIS images to obtain a more detailed description of chlorophyll distribution in the Galician rias and the adjacent coastal areas during a summer upwelling cycle, due to their fine spatial resolution and the precise atmospheric correction. The application of a specifically developed algorithm provides accurate chlorophyll mapping of the interior of the Rias Baixas and the detection capability of relative high biomass "patches". Maps show that spatial patterns of phytoplankton distribution in the study area can be complex, so that areas of high chlorophyll concentrations observed using the satellite might even be missed by in situ monitoring programmes.
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