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ABSTRACT 

Multitemporal SAR images have been used increasingly in change detection analysis in the last 
few years. Most of the SAR images based change analysis, however, only considers per pixel 
information, thus ignoring the fact that, it is more likely for nearby pixels belonging to the same 
class, even though their intensity levels are different. Consequently, change detection algorithms 
that take into account textural and/or contextual information are desirable. Markov Random Field 
(MRF) has been used in the field of image classification and change detection to model pixels 
interdependencies into the analysis. Most of change detection studies that use SAR images in 
combination with MRF focused on the detection of single type of change either positive or negative 
change (e.g., flooded areas). Consequently, the change detection problem is addressed simply as 
a binary classification. In this research, our objective is to perform change detection analysis in 
urban areas where both positive and negative changes are expected. One bi-temporal dataset that 
covers Shanghai was used. The ratio operator is first used to construct a change image. Log 
normal density function is then used to model the distribution of the classes (unchanged, positive 
change, and negative change). The contextual information is used to model the prior probabilities 
and to reduce the effect of the speckle noise at the same time. Expectation maximization algorithm 
is used for the estimation of the unknown density functions parameters. The best detection 
accuracy at 81% was achieved using the MRF-based algorithm compared to 75% when using 
Kittler-Illingworth double thresholding algorithm.  

INTRODUCTION 

Change detection using multitemporal remote sensing images is indispensable tools for many 
applications. Deforestation, forest fire, desertification, flooding, urban sprawl, disaster monitoring 
and damage assessment are some of the possible area of applications (e.g., 1, 2, 3). The low cost, 
large coverage and accessibility are among the reasons for the use of remote sensing images in 
change detection analysis. However, to extract useful change information from these images, 
many problems have to be addressed. The uncertainty of the measured phenomena itself, 
negative effects of the atmosphere, and speckle effects in SAR image, are among the issues that 
should be treated carefully when dealing with change detection analysis. Over the years, many 
change detection algorithms have been developed that have focused in different aspect of the 
problem (e.g., 1, 2, 3, 4).  

Recently, increasing attention has been paid to the preservation of spatial details and structures 
when performing classification or change detection analysis. This is particularly important when the 
intention is to detect urban changes using SAR images with speckles. In (4) the problem of details 
conservation is tackled by using wavelet transform to decompose the change variable into many 
scale-dependent images. For classification of each pixel, a suitable scale is decided based on the 
evaluation of global and local statistics. Markov random field (MRF) has also been used to 
maintain details in image classification and change detection. MRF is an efficient tool to model 
contextual information in image analysis. Its flexibility increases its use in image classification (5, 6, 
7, 8), and image segmentation (9).  
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MRF has also been used in the field of change detection (12, 13, 14). In (15), a SAR-specific 
extension of Fisher transform combined with expectation maximization (EM) algorithm is used to 
automatically extract change information from a multichannel, multitemporal SAR images. In (16), 
an unsupervised change detection algorithm that exploits multichannel-multitemporal SAR images 
has been developed. There, MRF was used to model the contextual component, and to provide a 
framework for data-fusion. For SAR image classification or change detection, besides modeling 
pixels interdependencies, MRF can play an important role in reducing the effect of speckles (15, 
16). In this study, our objective is to identify changes in urban areas using MRF-based change 
detection algorithm. Urban changes are usually characterized by both intensity increase (positive 
change) and intensity decrease (negative change) over time. Furthermore, changes normally 
occurred in small discrete patches distributed all over the study area. Using MRF-based change 
detection algorithm can help in detecting these changed areas and preserving spatial structure and 
details at the same time.  

METHODOLOGY 

The first step in change detection analysis is the generation of change image by comparing the 
multitemporal images. For SAR images, the ratio operator is normally preferred since it helps in 

reducing the effect of the multiplicative speckle (4). Assuming two co-registered SAR images Ι1 and 
Ι2, of size R×C acquired at time t1 and t2 respectively, then the change image R can generated by 

dividing the first date image Ι1 by the second date image Ι2 in a pixel by pixel basis.Change in 
urban areas, as measured in SAR images, is normally characterized by intensity decrease or 
intensity increase. Hence, in this study our change variable R is considered to be a combination of 

three different classes, unchanged (ωuc), positive change (ωpc), and negative change (ωnc).  

Given the change variable R, the objective is to generate a change map Ω in which each pixel Ωr,c 
can only assumes a value from the label domain ω: {ωuc,ωpc,ωnc}.  According to Bayesian theory, 
the optimum label Ωr,c of the pixel at location (c,r), is the one that maximizes the posterior 
probability or minimizes its equivalent energy representation as shown in Eq. 1. 
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Where, p(Rr,c/ωi) is the probability of Rr,c  conditioned to class ωi, and P(ωi) is the prior probability of 
class ωi. MRF presents a way to model the prior probability using local contextual information. It is 

based on the assumption that, the labels configuration Ω represents a Markov random field. Then, 
based on the equivalency of MRF and Gibbs random field, and using pair-site MRF model (Ising 
model), the prior probability component in Eq. 1 can be modelled locally using labels configuration 

in a defined neighbourhood system N   (Eq. 2). 
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Where mr,c is the number pixels having a label equal to ωi in the neighbourhood of pixel (r,c), and n 
indicates the total number of pixels in the neighbourhood system N (10). The contextual parameter 
β, known also as the attraction parameter (11), controls the contribution of the contextual 
component in the classification process.  

Figure 1: (a) first order neighborhood, and (b) second order neighborhood. 

 

(a) (b) 
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Log normal distribution has been widely accepted as a heuristic density model that can be used to 
describe the statistics of amplitude/intensity SAR images. Additionally, it has been found that this 
model can also be used to describe the statistical behavior of the change and unchanged classes 
as examined in the ratio of SAR images (16). Consequently, this density function will be used to 
describe the statistics of the classes as examined in the change image. The parametric form of the 
log normal distribution is shown in Eq. 3. 
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Where μ𝑖 and σ𝑖
2, are the mean and variance of the associated normal distribution and 𝑖 refers to 

one of the three classes {ωuc, ωpc,ωnc}.  

Eq. 1 is solved iteratively where at each cycle the samples assigned to each class are used to 
make a new estimation of the class’s density function parameters. A fast EM algorithm developed 
in (5) is used for the estimation of the PDFs parameters, in which the samples are weighted by 
their current posterior probabilities. The current change map is used to locally model the prior 
probability (Eq. 2). A new change map is then generated using Eq. 1. The iteration continues until 
the PDFs parameters converge. 

The MRF-based change detection formulated in Eq. 1 has two requirements. First, the 
neighbourhood system N must be defined in advance. In this research, two types of 
neighbourhood configuration were tested, i.e., first order, and second order neighbourhood in Fig. 
1 (a) and (b) respectively. Second, the application of MRF-based change detection algorithm 
requires an initial change map. To generate this change map, Kittler-Illingworth double 
thresholding algorithm (KIDT) will be used (17). This algorithm uses histogram fitting technique to 
automatically locate two thresholds to separate the three classes (unchanged, positive change, 
and negative change).  Log normal distribution is utilized to model the statistics of the classes. 
KIDT is sensitive to the existence of speckles. Consequently, a despeckling phase using Gamma 
MAP filter was necessary.  

DATA DESCRIPTION 

To test the efficiency of the algorithm multitemporal SAR datasets was used. The experiment 
dataset covers the south-eastern part of Shanghai city, and includes one ERS-2 SAR scene from 
Sep 7, 1999, and ENVISAT ASAR scene from Sep 19, 2008. Fig. 3 (a) shows Shanghai change 
variable produced by applying the ratio operator to multitemporal SAR images. The SAR images 
were acquired in near anniversary dates to eliminate seasonal effects and consequently avoiding 
the detection of spurious changes. To quantitatively assess the quality of the final change map, 
1657 changed and 1663 unchanged pixels have been used. 

RESULTS AND DISCUSSION 

The initial change results including the false alarm, detection accuracy, and Kappa coefficient are 
presented in Table 1. It is obvious that, KIDT achieve a low false alarm rate. However, the 
detection accuracy is low. This low quality change map can be attributed to the fact that, KIDT is 
sensitive to the existence of more than three modes in the histogram of the ratio image.  

The MRF-based change detection algorithm is applied to the unfiltered SAR images. Higher value 

of the contextual parameter β will lead to over smoothed change map while smaller value will 
produce a noisy one. In this study, different values of β [2, 3…7] has been tested for both the 1st 

and 2nd order neighborhoods. Fig. 2 shows the variation of Kappa coefficient as function of β. As 
the figure indicates, 1st and 2nd order neighborhoods perform equally well, with slight improvement 
when using the latter one. Additionally, the figure indicates that, the kappa curve peaks at β=4.  
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Fig. 3 shows the ratio image (a), KIDT-based change map (b), MRF-based change map using 1st 
order neighborhood (c), and 2nd order neighborhood (d). The positive change is shown in blue, 
while the negative change is shown in red. Observing these figures, one can realize that KIDT-
based change map miss many of small changed areas. Moreover, the adaptive filter, although 
important for reducing speckle, reduces the amount of spatial details available in the original 
change image. On the other hand, MRF-based change detection algorithm, either 1st or 2nd order 
neighborhood manages to identify most of small changed areas. The area highlighted with yellow 
circle in Fig. 3 shows part of Shanghai’s airport. In this area there are a many small unchanged 
patches located between the runways in Fig. 3 (a). Using adaptive filter before applying KIDT 
algorithm causes these small unchanged regions to be erroneously identified as changed in Fig. 3 
(b). On the other hand MRF-based change detection algorithm, managed to correctly identifies 
these region as unchanged Fig. 3 (c) and (d).  

Finally, Table 1 shows the accuracy assessment of Shanghai change maps produced using 
different values of Beta under 1st (N1) and 2nd (N2) order neighborhoods. The best results were 

obtained when β=4, and the results obtained under the 2nd order neighborhood are in general 
slightly better than those obtained using the 1st order neighborhood. From the table, it is also 
obvious that MRF-based change detection algorithm managed to significantly improve the 
detection accuracy regardless of the quality of the initial change map. 

Table 1: Accuracy assessment (Shanghai). 

False Alarm Detection Accuracy kappa Coefficient NO of Iterations

2.16 75.26 73.12

N1 27.12 90.28 63.14 46

N2 36.44 92.21 55.75 67

N1 5.65 83.77 78.13 27

N2 5.83 83.28 77.47 26

N1 2.10 80.45 78.37 21

N2 2.04 81.05 79.03 20

N1 1.56 79.12 77.58 11

N2 1.32 79.06 77.76 12

N1 1.62 78.03 76.44 8

N2 1.14 76.64 75.53 11

N1 1.62 77.43 75.83 6

N2 1.08 76.58 75.53 11

β=2

β=3

β=4

β=5

β=6

β=7

KIDT

Figure 2: Kappa coefficient of agreement as function of Beta. 
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CONCLUSION 

Change detection in urban areas using multitemporal SAR images present huge challenges. These 
changes are normally consists of small discrete patches that can be either positive or negative. 
The existence of the speckles further complicates the analysis. MRF-based change detection 
algorithm can play important role in this context. Owing to its ability to model pixels 
interdependencies, to suppress the negative effect of speckles, and to preserve the spatial details, 
MRF has significantly improved the change detection accuracies in urban areas. First order and 
second order neighborhood perform equally well for both dataset. Although, the 2nd neighborhood 
achieved slight better detection accuracy and less noisy change map. 

Although MRF-based change detection algorithm achieved good detection accuracies in urban 
environment, there is still room for further improvements. First, only one PDF (log normal) has 
been considered so far. The result can be improved by considering other density functions (Weibull 
ratio, generalized Gaussian…etc.). Second, enhancement can also be achieved by the addition of 
another layer of information to the change image. One example is the addition of a linear enhanced 
image derived from the change variable that accentuates linear features and objects edges. Fusion 
of information from these layers in addition to the contextual component will hopefully lead to better 
detection accuracies.  
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